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Beyond the Plan and 
Towards actual AI 
Implementation 
In an earlier e-book, I focused on the fundamentals of intelligent agents. I broke 
down what these AI-driven agents are at their core, how they operate, and 
importantly, when they provide a strategic edge versus when a more traditional 
approach might be better. Together, we navigated the landscape of agent 
capabilities, learned to distinguish truly intelligent solutions from mere hype or 
“agent-washing,” and built a solid decision framework for deciding where and when 
to deploy these agents effectively. 

Today, enthusiasm for intelligent agents has never been higher, and the conversation 
has shifted. It’s no longer just about understanding what an intelligent agent is or 
when to use one. The burning question now is how to implement them successfully. 
This guide is intended to bridge that gap by providing a clear lens into what needs to 
be considered for turning the promise of intelligent automation into tangible business 
results. Along the way, we’ll examine the key pillars of a successful implementation 
including strategic vision, people and culture readiness, technological infrastructure, 
and data foundations. Then, at the end, we’ll peer ahead to explore what the future 
might hold for truly “intelligent” enterprises. 

 

Chapter 1: Envisioning Your Intelligent 
Future 
For nearly every business, the path to integrating intelligent agents is a step into 
uncharted territory. None of us can pretend to fully grasp where this journey will 
lead. However, there are a few foundational principles I can share that I believe will 
tilt the odds in your favour. 

 

Intelligent Automation as a Strategic Growth Multiplier 

One of the first mindset shifts is to view intelligent automation not as a mere cost-
cutting tool, but as a strategic growth multiplier for the business. If you strip a 
business down to its basics, growing revenue and managing costs, intelligent agents 



 
 

have far more potential today to drive the former. Yes, over time they will naturally 
make processes more efficient and reduce costs as a side effect. But the immediate, 
game-changing value lies in how agents can scale up your organisation’s capabilities. 
They allow you to take on more ambitious objectives without a proportional increase 
in traditional resources or headcount. This requires fundamentally rethinking how 
work gets done and imagining a future where intelligent agents amplify human effort 
rather than simply replace it. 

 

Assessing Your Organisation’s Readiness 

Whenever I help an organisation plot its course, I stress the importance of first 
understanding where they stand today. Despite what flashy vendor marketing slides 
might imply, you can’t simply flip a switch and suddenly be “AI-enabled”. Adopting 
intelligent agents is not a binary all-or-nothing proposition; it’s a journey along a 
spectrum of maturity. Organisations can (and should) build their capabilities step by 
step, incrementally expanding what agents can do and proving value at each phase. 
To help visualise this progression, I often use a simple maturity model to pinpoint 
your current state and identify realistic next steps: 

• Initial Stage: This beginning phase is all about laying the groundwork. You 
define your intelligent automation strategy, put some basic operational 
guardrails in place, and connect a few fundamental data sources. At this stage, 
agents are better described as assistants and can handle only very 
straightforward, frequently asked internal queries or tasks. The aim is to 
deliver a quick, tangible win that proves the concept. 

• Developing Stage: In the next phase, agents start taking on more specialised 
tasks with a narrow focus. For example, an agent might be introduced to 
automate a specific repetitive process like processing expense reports or 
scheduling meetings based on simple requests. The scope is still limited to 
routine tasks, but it demonstrates the agent’s growing capability in its niche. 

• Integrated Stage: At this level, agents grow sophisticated enough to 
coordinate more complex workflows that span multiple departments or 
systems. For example, an onboarding agent could automatically create user 
accounts, schedule training, and notify all the relevant support teams. It 
orchestrates tasks across different parts of the business seamlessly. This is 
something traditional scripted automation would struggle to do. 

• Orchestrated Stage: This is the current pinnacle of maturity, and to be 
honest, for most organisations it remains more aspirational than reality right 
now. In this stage, multiple agents work together effortlessly across the 
organisation (and even beyond it). For example, a sales agent in your company 



 
 

could autonomously coordinate with a marketing agent and a supplier’s 
logistics agent to personalise an offer, negotiate terms, and fulfil an order from 
start to finish. That’s the kind of seamless inter-agent teamwork this stage 
envisions. 

Most organisations naturally start out in the Initial Stage and then build up their 
intelligent agent capabilities over time, aiming to demonstrate clear business value 
at each step before moving on. If you need a more detailed way to evaluate an 
agent’s sophistication, there are frameworks available, but this simple spectrum is a 
great starting point. 

 

Collaborative Leadership and Joint Accountability 

Another lesson I’ve learned is that implementing intelligent automation requires a 
different mode of leadership than past IT projects. You cannot leave it to a single 
champion or department to push through. Success comes from collaborative 
leadership and joint accountability between business and technical leaders. In 
practice, this means your functional or business unit leaders must actively champion 
use cases that will deliver tangible value, while your technology leaders coordinate 
the cross-functional teams and turn those business needs into an actionable 
implementation plan. I have seen time and again that without strong strategic 
alignment, shared ownership of the outcomes, and open, transparent 
communication, AI initiatives inevitably stumble. Overcoming common adoption 
hurdles really does take a unified leadership front. 

 

Four Pillars of an Intelligent Automation Strategy 

Finally, when formulating your intelligent automation strategy, it helps to evaluate 
your organisation against four foundational pillars. These pillars effectively gauge 
how ready you are and highlight areas that need work: 

• Strategic Alignment: Clearly define the specific business goals you expect 
intelligent agents to help achieve. Be explicit about what success looks like. 
This pillar also involves assessing your organisation’s appetite for risk and 
change, identifying what data will be essential for the agents, and planning 
how humans and agents will interact day-to-day. 

• Data Readiness: Ensure that the necessary data is both available and of high 
quality. This includes making key structured and unstructured data sources 
accessible to AI systems, establishing strong data governance and security 
practices, and figuring out how new AI tools will integrate with your existing 



 
 

data architecture. If your data is siloed, messy, or ungoverned, it will handicap 
any intelligent agent from the start. 

• Technology Infrastructure: Lay out a scalable, flexible technical 
architecture capable of supporting intelligent agents as their usage grows. 
Think about how new AI platforms will plug into your legacy systems and what 
computing resources might be needed as you scale up. This pillar also includes 
building trust mechanisms into your tech platforms, for example, setting up 
guardrails to prevent agents from going out of bounds, methods to evaluate 
their performance, and of course robust security at every layer. 

• Governance and Measurement: Establish clear ownership and 
accountability for the intelligent agent initiative. Decide who is responsible for 
what (from maintenance to ethics oversight). Put ethical guidelines and 
operational boundaries in place so everyone knows the “rules of engagement” 
for AI. In parallel, define how you will measure success: identify key metrics 
that tie back to your business objectives so you can continually track progress 
and value delivered. 

By deliberately defining these four pillars upfront, you create a clear vision and a 
shared understanding of why your organisation is embarking on the intelligent 
automation journey. It sets the tone from the top and ensures that every level of the 
organisation knows the purpose behind the effort. 

 

Chapter 2: Preparing Your People for 
Intelligent Collaboration 
Integrating intelligent agents into your operations isn’t just a technical endeavour, 
it’s also a human one. The ultimate success of intelligent automation will hinge on 
your employees’ readiness, enthusiasm, and ability to work alongside these new 
digital “coworkers.” I often suggest treating an AI agent like an extremely capable 
new team member: they can greatly amplify what your human teams can accomplish, 
but their performance will still depend on human wisdom, creativity, and judgment 
to guide them. Effectively managing this people-focused change is perhaps the single 
most important factor in achieving long-term success with intelligent agents. 

 

The Transformation Mindset & Elevating Human Work 

A common initial concern when introducing AI agents is that they’ll replace human 
jobs. But in my experience, the organisations that succeed with this technology take 



 
 

on a transformation mindset instead. They view intelligent agents as a means to 
elevate human work, not replace it. Study after study has shown that a huge chunk 
of employees’ time, especially for knowledge workers, is spent on routine, low-value 
tasks. Those are precisely the kinds of tasks intelligent agents excel at. By offloading 
the drudgery to AI, your people can refocus on the aspects of work that truly demand 
human creativity, strategic thinking, complex problem-solving, and emotional 
intelligence. In practice, this shift frees employees to engage in more meaningful, 
high-impact projects, which in turn fosters greater innovation and boosts overall job 
satisfaction. 

To cultivate an “intelligent automation” culture, organisations should focus on three 
key actions: 

• Demonstrate Value: Illustrate how intelligent agents enable your teams to 
achieve more than before. Highlight any early win (for example, an agent 
taking over a tedious task and improving turnaround time) to reinforce that 
these tools amplify human capabilities rather than sidelining people. 

• Enhance Work: Show how offloading mundane busywork gives employees 
more space for strategic, creative, and rewarding activities. When people see 
boring parts of their jobs disappear and more interesting work fill the void, 
they’ll be much more enthusiastic about the change. 

• Advance Careers: Grow your employees alongside the AI rollout. Offer 
training and define clear career paths so staff can develop the new skills 
needed to work with intelligent agents. Emphasise that this technology will 
create new roles and opportunities, and you’re preparing your team to step 
into those future positions. 

Leadership needs to champion this culture shift at every turn. That means 
consistently communicating the vision, celebrating early successes, and publicly 
acknowledging employees who positively demonstrate collaborating with agents. Be 
transparent about what the agents are doing and why, and give people safe spaces 
to experiment without fear of blame if something doesn’t work perfectly. Clearly 
define which decisions or tasks stay with humans and which can be handled by 
agents, so everyone understands their evolving role. And set up feedback loops, 
encouraging teams to share what’s working and what isn’t, so you can continuously 
refine the collaboration. 

 

Four Pillars of Workforce Transformation 



 
 

A comprehensive approach to readying your workforce for AI involves four key pillars. 
These components are closely intertwined and all are necessary to foster true human-
agent collaboration: 

• Redesigning Jobs: Thoughtfully reimagine roles and workflows to combine 
the best of human and AI capabilities. This might mean restructuring teams or 
creating entirely new roles. For example, as you integrate intelligent agents 
into processes, you may design new positions focused on overseeing AI-driven 
operations or on areas that require uniquely human insight and creativity. 

• Reskilling Employees: The vast majority of employees will need to learn new 
skills to thrive in an AI-augmented workplace. I group these new competencies 
into a few categories: 

o Human skills: Traits like adaptability, collaboration, and emotional 
intelligence ensure people can navigate change and work well in hybrid 
human-AI teams. 

o Agent skills: This means developing a basic literacy about intelligent 
agents. Knowing how to interact with them effectively, understanding 
their capabilities and limitations (e.g. recognising when the AI might be 
unsure or wrong), and learning how to collaborate with these tools. 
Employees also need to know when to trust the AI’s output and when to 
double-check it. 

o Business skills: This includes advanced analytical thinking (being able to 
interpret data and solve complex problems), strong systems thinking to 
see the big-picture impact of AI-driven decisions, and sound ethical 
judgment. Humans remain the moral compass. Ready to override AI 
recommendations if something seems off, catch biases, and ensure 
compliance with regulations. 

• Redeploying Talent: As agents take over the repetitive busywork, you have 
a chance to reallocate your human talent to more valuable and innovative 
roles. Identify where new opportunities are emerging thanks to automation. 
Some team members can transition into new positions where their uniquely 
human strengths have greater impact. The organisation should actively 
support employees in this transition, providing guidance and training to move 
into these higher-impact jobs. 

• Rebalancing the Workforce: Hitting the right mix of digital and human 
labour is not a one-and-done task; it requires continuous tweaking. Leaders 
will need to regularly assess what agents are doing versus what people are 
doing and adjust assignments accordingly. This might involve using workforce 
planning tools to decide which tasks should be handled by AI and which require 



 
 

a human touch. The aim is a dynamic balance where routine, low-value tasks 
are reliably handled by agents, while human talent is concentrated on 
strategic, creative, and complex work. 

 

The key to genuine buy-in is involving your people from day one. In practice, that 
means fostering a culture of transparency and learning: let employees know what’s 
coming, invite their input, and address concerns openly. Give them opportunities to 
experiment with the new tools and get comfortable. From what I’ve seen, 
organisations that take this inclusive approach, rather than trying to impose change 
from the top down, lay the strongest foundation for intelligent automation success. 
It ensures that the transformation benefits everyone, not just the bottom line. 

 

Chapter 3: Selecting the Optimal Initial 
Use Cases 
Selecting your first intelligent agent use case is crucial. The best choice will deliver 
immediate, measurable value while also laying a foundation for broader intelligent 
automation down the line. 

 

Strategic Starting Points 

I would encourage you to consider a few guiding questions when deciding on your 
first use case: 

• What specific business goal will this agent address? Pick a well-defined 
problem that has measurable outcomes. Avoid starting with a vague or overly 
ambitious scenario. Instead, target a pain point where success can be clearly 
quantified (for example, reducing customer wait times or cutting error rates). 

• What is the organisation’s risk tolerance? Especially in heavily regulated 
industries (but really in any environment), it’s wise to start with an internal-
facing use case rather than something customer-facing. By first proving out an 
agent behind the scenes (say, assisting your internal helpdesk or operations 
team), you build confidence and iron out kinks without public exposure. 

• What data will the agent need? Consider the information sources and 
quality the agent requires. A use case with simpler, cleaner data requirements 
will generally be quicker and easier to implement successfully. If your 



 
 

prospective agent needs to pull from multiple messy data sets, it might be 
better saved for later once you’ve matured your data handling. 

• How will people actually interact with the agent? Plan in advance how 
the agent will be deployed and used by employees or customers. Will it be 
through a chat interface on your internal portal? Embedded in a form or a 
mobile app? Make sure you have a clear strategy for integrating the agent into 
existing workflows so it doesn’t end up as an expensive demo that no one uses. 

Even when teams intend to start small, the pressure to do something flashy and 
“industry-leading” can creep in. Resist that. No matter which use case you pick, begin 
with a limited rollout to gather real-world feedback, often we suggest to 5–10% of 
users or transactions. This cautious approach lets you learn and adjust before scaling 
up. 

 

The Use Case Selection Framework 

One practical way to evaluate potential use cases is by plotting them on a simple 
matrix with two dimensions: implementation complexity (how hard it will be to 
build and deploy the agent) and business impact (the scale of value it could 
deliver). This helps you visualise trade-offs and pick a project that fits your current 
capabilities. Generally, opportunities fall into one of four quadrants: 

• Pilot (Low Complexity, Focused Impact): These are straightforward 
projects that are easy to implement and deliver a clear, if narrow, benefit. 
These quick wins are perfect for when you’re just starting out. They typically 
use data you already have readily available, involve only a few stakeholders, 
and solve a contained problem. An example might be an internal HR chatbot 
that answers employees’ common questions. 

• Enhance (Low Complexity, Broad Impact): These opportunities are still 
relatively easy to implement but affect a wider proportion of the business. They 
often leverage existing systems and data but apply them across multiple 
departments or customer groups. For example, you might deploy a customer 
service agent that handles basic inquiries across several product lines or 
regions, using your existing support database. 

• Extend (High Complexity, Focused Impact): This category includes use 
cases that require significant effort to implement (perhaps needing new 
infrastructure or heavy data integration) but promise a substantial 
improvement in a specific area. These suit organisations that have some AI 
experience and are ready to invest more to unlock a big benefit in a key 
function. Imagine developing an intelligent underwriting agent in an insurance 



 
 

company: it might need to integrate data from many sources and comply with 
complex rules (high complexity), but if achieved, it dramatically speeds up one 
core process (focused impact). 

• Transform (High Complexity, Broad Impact): These are the big, bold 
projects that can redefine how the business operates. But they also demand 
the most resources and commitment. Organisations should only attempt these 
once they’re very mature in their AI journey and have strong executive 
sponsorship. A classic example would be an autonomous procurement system 
that negotiates with suppliers and optimises your supply chain end-to-end. 
Pulling that off is a major undertaking, but if done successfully, it could affect 
every corner of the organisation. 

To choose and sequence your projects, I suggest a simple process: 

1. Opportunity Discovery: Gather a small cross-functional team and 
brainstorm possible use cases. Focus on pain points, bottlenecks, or repetitive 
tasks that consume valuable time. 

2. Matrix Mapping: Plot each idea from your brainstorm onto the complexity-
vs-impact matrix discussed above. Be honest in assessing how difficult each 
would be and how much benefit it could bring. This exercise often sparks 
healthy debate and highlights “low-hanging fruit” that may not have been 
obvious initially. 

3. Strategic Sequencing: Based on what you learn from the matrix, lay out a 
phased game plan. Perhaps you’ll tackle a pilot first to get momentum, then 
an enhancement project next, and so on. This phased roadmap keeps the team 
focused and helps maintain leadership support for the journey. 

 

Measuring What Matters 

You’ll want to start measuring impact from day one. Trust me, even if nobody asks 
for results on day one, they’ll be asking soon enough. The key is to track the 
outcomes that matter most to each stakeholder: 

• Executives: Focus on big-picture metrics like return on investment (ROI), 
revenue impact, cost savings, and any competitive edge gained. 

• Operational Teams: Track things like time saved in processes, reduction in 
errors or rework, and any increase in capacity (e.g. if the same team can 
handle more volume with the agent’s help). 



 
 

• Customers: Measure customer-centric outcomes such as response times, 
resolution rates for issues, and customer satisfaction scores. If your agent is 
customer-facing, did it make service faster or better? 

• Employees: Monitor internal impact too. Track how many tedious tasks get 
automated (and how much time that frees up for people) and gather feedback 
on job satisfaction. You can also measure how many employees are gaining 
new skills or responsibilities thanks to the AI introduction. 

Not all benefits will show up immediately, some may take months to materialise. 
That’s why you should also identify early indicators of success. For example, are 
people actually using the agent (adoption rate)? Are fewer issues getting escalated 
to managers? Are response times improving? Such signals early on will tell you if 
you’re on the right track. 

Remember, the first intelligent agent you implement isn’t just about fixing one 
problem; it’s also your chance to prove the wider value of intelligent automation to 
the organisation. Choose metrics that help demonstrate that bigger story, beyond 
just the immediate win. 

 

Chapter 4: Crafting Intelligent, Adaptive 
Workflows 
One of the biggest operational changes with intelligent agents is moving from rigid, 
hard-coded processes to adaptive workflows. Think of it as shifting from a strict 
process-thinking mindset to a flexible outcome-thinking mindset. Traditional 
automation follows a script: if anything unexpected happens outside that script, it 
often breaks down and waits for a human to intervene. Intelligent agents, by 
contrast, are designed to reason and adjust on the fly. They respond to real-time 
data and changing circumstances in pursuit of a goal, much like a GPS navigation 
system automatically reroutes you when it detects a road closure or heavy traffic. 
Instead of just executing a predefined procedure, the agent is always asking “What’s 
the best way to achieve the desired outcome right now?” and will change its approach 
accordingly. 

 

From Procedures to Outcomes 

For teams accustomed to strict step-by-step procedures, this outcome-driven 
approach can feel like a culture shock. Instead of prescribing every step, you focus 



 
 

on clearly defining what success looks like. Giving AI this leeway yields some big 
benefits: 

• Adaptability: An outcome-oriented agent can handle exceptions or 
unexpected scenarios that would throw a traditional system off course. It can 
recognise a novel situation and still navigate towards the goal instead of just 
throwing up an error. 

• Continuous Improvement: When you measure success by outcomes, the 
agent and its underlying algorithms can learn from what works and what 
doesn’t. Over time, the system refines its approach, either through machine 
learning updating its models or through developers tweaking its strategies 
based on feedback. In short, it gets better with experience. 

• Less Burden on Humans: Because the agent isn’t following a rigid checklist, 
your human team doesn’t have to either. People can step in only when their 
judgment or creativity is truly needed, rather than constantly monitoring for 
when the old script fails. This relieves employees of a lot of micromanagement 
and oversight, letting them focus on higher-level contributions. 

 

The Core Steps of Agent Reasoning 

How exactly do intelligent agents “think” differently from traditional scripts? They 
follow a repeating cycle of steps that allow for this adaptability: 

1. Understanding the situation: First, the agent gathers data from relevant 
sources and tries to make sense of what’s going on. It might read inputs from 
users, look up information in databases, and consider the context. Essentially, 
it’s figuring out what problem or request it’s dealing with. 

2. Reasoning about options: Next, the agent analyses the information using 
its AI models (for example, a large language model or another algorithm). It 
evaluates the context, weighs possible approaches, and decides on what it 
believes is the best course of action to achieve the goal. 

3. Planning a solution: With a decision in mind, the agent then lays out a plan. 
It determines the series of steps or actions needed to carry out that decision, 
factoring in the resources available and any constraints (like rules it must 
follow or systems it needs to work with). 

4. Coordinating as needed: Before acting, the agent may communicate its plan 
to ensure alignment, perhaps confirming with a user or getting approval from 
another system. This coordination step prevents conflicts. 



 
 

5. Taking action: The agent then executes the plan. This may involve retrieving 
information, updating records, initiating processes in other software; whatever 
actions are needed to carry out the steps. 

6. Adapting based on outcome: Finally, the agent looks at the results of its 
actions. Did things go as expected? If the goal is met, great. If not, the agent 
learns from what happened. It might update its knowledge or adjust its 
approach so that next time it can handle a similar situation better. 

This six-step reasoning loop, from understanding the context through to adaptation, 
sounds almost straightforward on paper, but making it a reality requires a huge 
mindset shift for an organisation. Everyone needs to shift from thinking “What steps 
do we follow?” to “What outcome are we trying to achieve?” That mental shift is 
challenging, but it’s absolutely crucial for making intelligent workflows work. 

On a practical note, moving to these adaptive processes also means tackling some 
technical challenges upfront. You’ll likely need a robust architecture that can integrate 
with your existing systems (so agents can actually pull data and execute tasks). The 
tech foundation should be scalable and flexible to handle growth, allow easy data 
flow, and include the trust and security features we discussed earlier (for example, 
keeping logs of what the agent does, setting boundaries so it doesn’t do anything 
crazy, protecting sensitive info, etc.). Investing in that groundwork will save a lot of 
headaches later. 

 

Chapter 5: Building a Robust Data 
Foundation 
In the age of intelligent automation, data is your most valuable asset. It’s the bedrock 
that your AI agents stand on. Think of your organisation’s information as a vast 
library: some of it is meticulously catalogued and easy to retrieve, while many other 
sections are messy or not even indexed. Just as human researchers depend on a 
well-organised library to find the knowledge they need, AI agents can only be as 
effective as the data environment you provide them. If you want them to deliver 
meaningful insights and actions, you need to invest in a clean, reliable, logically 
structured data foundation. 

 

Building a Unified Knowledge Base 

Creating a robust data foundation typically involves bringing together information 
from all corners of the business. You’ll likely need to integrate both structured data 



 
 

(like database records and transaction logs) and unstructured data (like 
documents, emails, and other files) across the organisation. But simply pooling data 
isn’t enough. Agents need it to be organised and contextualised. After all, an AI 
agent’s performance can only be as good as the information it has and understands. 

This is where it becomes crucial to establish an ontology, a formal map of how all 
your information and concepts relate to each other. Think of an ontology as the 
cataloguing system for your company’s knowledge: it defines how different pieces of 
information relate to each other. Using that ontology, you can build a knowledge 
graph, an interconnected map of your information. With a solid ontology and 
knowledge graph in place, an intelligent agent isn’t just retrieving data; it’s 
understanding context and relationships, which is key to delivering meaningful 
insights. 

Structured Data Preparation: Even though your databases and spreadsheets are 
already structured, you’ll still need to prepare them for AI consumption. For example: 

• Semantic mapping: Make sure your data fields are well-documented with 
business-friendly descriptions. Don’t assume an AI system knows what field 
names mean. Provide context e.g. label “cust_id” as “Customer ID, links to 
CRM record”. 

• Query patterns: Record common query patterns or calculations people use the 
data for. For example, document how “customer lifetime value” is calculated 
and which fields it uses. These patterns help the AI understand what to 
compute when asked common business questions. 

• Data validation: Enforce consistent data quality rules. Ensure required fields 
aren’t left blank, use standard formats for entries (dates, currencies, etc.), and 
clean up any obvious errors. Well-validated data means the agent is less likely 
to be led astray by bad inputs. 

Unstructured Data Preparation: Unstructured content (which analysts predict will 
make up the vast majority of data in the coming years) is a goldmine for AI if you 
handle it right. Key steps include: 

• Content extraction: Use AI-powered tools to pull out text and key details from 
files like PDFs, scanned documents, images, emails, and so on. The goal is to 
convert all that unstructured info into a form that your agents can actually 
search and reference. 

• Semantic organisation: Once you have the raw text, organise it. Tag and 
categorise documents consistently (for example, tag customer support emails 
by issue type, product category, or urgency). This labelling helps an agent 



 
 

quickly find relevant information rather than sifting blindly through a document 
dump. 

• Version control: Establish clear procedures for updating and managing 
documents so that agents aren’t grabbing outdated information. If policies or 
manuals change, make sure the old versions are archived and the new versions 
are what the AI has access to. Maintaining a “single source of truth” for each 
type of content ensures the agent is always using the most current, 
authoritative data. 

Connecting Your Data: Having all the pieces prepared is one thing; you also need 
to integrate them so agents can access everything smoothly: 

• API-first approach: Wherever possible, expose your data via well-defined APIs. 
If each major system in your organisation has a standard API, an intelligent 
agent can retrieve and update information in a consistent way. It’s much easier 
to plug into a documented API than to directly access a database with complex, 
undocumented tables. 

• Embedding strategies: Consider converting different types of data into a 
common format that AI systems can work with. A popular method is using 
vector embeddings for text, images, and even database records. In essence, 
you convert pieces of information into numerical vectors in a shared semantic 
space. That way, an AI agent can compare and find relationships between 
different data sources (for example, matching a text query to a relevant 
document) because they’re all represented in the same mathematical form. 

• Reusable integration patterns: Develop standard pipelines for moving and 
transforming data between systems. For example, set up a nightly job that 
pulls the latest customer support tickets, cleans and tags them, and updates 
a central knowledge repository. Having repeatable data integration workflows 
prevents ad-hoc, messy data wrangling each time you add a new source. 

From my experience, the companies that truly excel with AI are the ones that invest 
in these unglamorous data foundation efforts. It may not be flashy, but that 
groundwork enables all the impressive use cases later on. 

 

Governance and Trust in Data 

Last but not least, treat your AI agents just like you would human employees when 
it comes to data access and security. At scale, you’ll likely have these agents dipping 
into all sorts of sensitive enterprise data, so you need robust governance around 
that: 



 
 

• Access controls: Set up clear rules for what each agent (or AI service) can 
access, mirroring the principle of least privilege that you’d apply to people. 
This means using role-based rules (e.g. an HR agent only accesses HR data) 
and other restrictions to limit what an agent can see. Also, keep detailed logs 
of everything the agent touches or changes, so you have a full audit trail of its 
activities. 

• Privacy safeguards: Make sure agents only pull the data they truly need for 
a task (data minimisation is key). For any sensitive personal information, use 
techniques like anonymisation or pseudonymisation when possible so the AI 
isn’t handling raw identifiers unnecessarily. Establish retention policies for data 
the agent uses or generates, and ensure you respect consent and privacy 
regulations in how the AI handles user data. 

• Security measures: Apply the same rigour to your AI systems as you do to 
the rest of IT. Encrypt data that agents use, both when it’s stored and when 
it’s moving between systems. If an agent needs to log into a system, require 
strong authentication (even multi-factor for sensitive systems). Have solid 
backup and recovery plans for critical data or models that the agents rely on. 
And make sure to educate your team about the new security considerations 
that come with AI, so they remain vigilant. 

The bottom line is straightforward: the quality and integrity of your data directly 
determine how well your intelligent agents perform. Investing in a strong data 
strategy isn’t just an operational necessity; it’s a critical step towards building a 
sustainable competitive advantage in the intelligent automation era. 

 

Chapter 6: The Dual Dividend 
Imagine a world-class orchestra: they don’t fire the musicians and let robots play. 
Instead, they give musicians superior instruments to play at a level previously 
unattainable. Intelligent agents play a similar role in business. They’re like precision 
tools that augment our human creativity, empathy, and strategic thinking, allowing 
people to achieve new heights rather than pushing them aside. When you implement 
intelligent automation in the right way, you end up with what I have seen described 
as a “dual dividend.” You simultaneously unlock greater human potential among 
your employees and deliver a better experience to your customers. In other words, 
both your people and your customers benefit at the same time. 

Achieving this dual dividend requires rethinking how people, technology, and 
customers interact. It’s not just about automating tasks faster; it’s about redesigning 
workflows and roles so that you don’t have to sacrifice operational efficiency for 



 
 

customer experience (or vice versa). Intelligent agents allow you to have both: 
streamlined operations and a personal, empathetic touch. This means deliberately 
pairing human expertise with AI capabilities at each step of your processes so each 
does what it’s best at. 

This is often referred to as the “head and heart” strategy. The “head” is the AI’s 
technical brain, its accuracy, knowledge, and data-driven logic. The “heart” is the 
human touch: empathy, values, and the service mindset that shape how it interacts. 
In practical terms, we must train and configure agents not just to be correct, but to 
be courteous and helpful, reflecting the same values we expect from our human 
team. Marrying a smart head with a genuine heart is what makes interactions both 
efficient and truly positive for the customer. 

 

Smart Guardrails and Smarter Handoffs 

A practical aspect of balancing AI and humans is setting smart guardrails and 
planning for seamless handoffs. That means deciding upfront which issues an agent 
should never tackle (and should immediately hand over to a human). For example, 
you might rule out letting the AI handle sensitive complaints or complex pricing 
negotiations. Setting these boundaries prevents the agent from wandering into 
situations where it could do more harm than good. 

Similarly, when an agent does need to hand something off to a person, design that 
transfer to be as smooth as possible. If a customer chat is escalating from an AI to a 
live human agent, the human agent should receive a clear, concise summary of 
everything that’s happened so far: what the customer asked, what the AI did, what 
information has been gathered, and so on. That way the customer isn’t stuck 
repeating themselves, and the human can dive straight into solving the issue instead 
of retracing steps. In the end, a well-designed handoff makes it feel like one unified 
team is taking care of the customer. 

 

Key Metrics for the Dual Dividend 

To gauge whether you’re truly getting this dual benefit (and not just efficiency at the 
expense of experience), you should track a mix of metrics. Some I often recommend 
include: 

• Resolution rate: What percentage of interactions or tasks does the AI agent 
handle fully on its own without needing a human to step in? A higher resolution 
rate indicates that the AI is effectively handling routine work, freeing humans 
for other tasks. 



 
 

• Escalation rate: How often does the agent have to hand something off to a 
person? You’d expect some handoffs by design (thanks to the guardrails you 
set). Watching this rate will tell you if you’ve drawn those lines in the right 
place and if the AI might be getting “stuck” too often. 

• Customer satisfaction: If your agent interacts with customers, measure their 
satisfaction through surveys or feedback after the interaction. Are customers 
just as happy (or maybe even happier) when an AI helps them compared to a 
purely human interaction? 

• Content quality and consistency: Monitor the information the agent uses 
and shares. Make sure your various knowledge sources aren’t giving it 
conflicting answers (to avoid so-called “content collisions”). Regularly audit a 
sample of the agent’s responses for accuracy and consistency. 

• Employee experience: Since one goal is to improve employees’ work life, 
measure things like how much time is saved on drudge work and how that 
time is reallocated (e.g. more time for creative projects or client engagement). 
You can even survey your staff about job satisfaction. Also track how many 
employees are participating in new AI-related training or taking on new 
responsibilities. 

 

By tracking a balanced scorecard like this, you get a holistic view of how the 
transformation is impacting both your customers and your employees, not just one 
or the other. 

From experience, a few practical tips for implementing this human-AI synergy: 

• Start small and learn fast: As mentioned before, deploy your first agents on 
a limited basis (just a small subset of cases or users) to collect real data on 
what works and what doesn’t. Watch the results closely and refine the agent’s 
behaviour before scaling. This pilot approach lets you catch issues early and 
build confidence step by step. 

• Proactively manage the culture shift: Make a concerted effort to 
communicate that the AI agents are there to help, not to replace anyone. 
Engage your teams in the rollout. Involve a few frontline employees in pilot 
testing or as “AI ambassadors” who can champion the benefits. By involving 
people from the start and addressing their concerns, you’ll gain more buy-in 
for the new tools. 

• Prioritise content quality: We’ve said it before but it’s worth repeating: your 
AI agent is only as good as the information it runs on. As you expand usage, 
continue investing in your knowledge base. Ensure data is kept clean, up-to-



 
 

date, and free of contradictions. Keeping a high standard for content will 
maintain trust in the agent’s outputs. 

The beauty of aiming for this dual dividend is that it creates a virtuous cycle that’s 
hard for your competitors to copy. Happier customers tend to stay longer and spread 
the word about your service. Engaged employees, in turn, become more innovative 
and productive. Together, these two effects reinforce each other and propel your 
business forward in a way that simple cost-cutting automation never could. And 
because this human-plus-AI synergy is rooted in your company’s unique culture and 
people, it’s not something competitors can easily copy. 

When you’re starting out, try to choose a pilot project that clearly impacts both an 
internal metric and a customer metric. Being able to show wins on both fronts (say, 
employee efficiency and customer satisfaction both rising) makes a very compelling 
case to everyone, from your frontline workers to the boardroom, that intelligent 
automation is worth the investment. 

 

Chapter 7: Peering into the Future 
Even as we focus on current implementation, it’s important to keep one eye on the 
horizon. The capabilities of intelligent agents today are impressive, but what’s coming 
next could be truly transformative. By anticipating these emerging trends, you can 
make strategic decisions now that set you up for the future. Let’s look at three big 
shifts that are likely to shape the future of “intelligent businesses”: 

 

Macro Trend 1: Agent-to-Agent (A2A) Ecosystems. Right now, most 
deployments involve individual agents serving a particular purpose. But we’re moving 
towards a future where swarms of agents work in concert, not just within a single 
organisation but even across company lines. It will likely progress in stages: first, 
individual specialist agents excel at discrete tasks; next, multiple agents within a 
company begin to coordinate with each other; and eventually, agents extend their 
reach beyond the organisation’s walls to interact with external agents (like those of 
suppliers, partners, or even customers). Imagine, for example, your sales agent 
negotiating directly with a client’s procurement agent, or your inventory management 
agent automatically placing orders with a supplier’s system. In such an ecosystem, 
much of the inter-company communication could happen machine-to-machine, 
accomplishing in moments what might take humans days of emails and meetings. 
These A2A networks will be able to handle complex interactions with unprecedented 
efficiency, orchestrating entire value chains or delivering highly personalised services 
in ways impossible for human teams alone. 



 
 

 

Macro Trend 2: Blending Digital and Physical Work. So far, we’ve mostly talked 
about software agents operating in the digital realm. The next wave will marry these 
intelligent digital agents with physical robots. In other words, the AI that analyses 
information and makes decisions could also directly control machines that move and 
act in the real world. This convergence means the benefits of intelligent automation 
will expand from office tasks and data processing to hands-on activities in factories, 
warehouses, retail stores, hospitals, and beyond. 

We’re already seeing early examples. Picture a warehouse where a digital AI agent 
handles inventory management decisions, deciding what needs restocking and 
where, and then instructs a fleet of robots to carry out those tasks on the floor. The 
core idea is that the line between “software” intelligence and “hardware” intelligence 
is blurring. The same AI that can chat with a customer or crunch financial numbers 
could also drive a physical device to perform tasks in the real world. This will amplify 
human capabilities not just mentally, but physically as well, taking over dull, 
dangerous, or precision-dependent tasks and letting people concentrate on work that 
truly requires a human touch. 

 

Macro Trend 3: Towards Enterprise General Intelligence (EGI). Enterprise 
General Intelligence (EGI) is a term some use to describe a future state where a 
whole network of specialised agents collectively handles the lion’s share of a 
company’s operations. It’s less about a single super-intelligent AI, and more about 
many smart agents each handling their domain in a coordinated way e.g. finance, 
customer service, operations, and so on. In effect, this would create an “autopilot” 
for many routine business functions: the agents adapt to changes, deal with 
exceptions, and seamlessly coordinate with each other, with minimal human 
intervention. Reaching this point would mean business operations where errors are 
rare, processes run 24/7, and your human workforce is largely freed up to 
concentrate on the creative, strategic, and relationship-driven work that adds the 
most value. 

 

Preparing for the Future of the Intelligent Enterprise 

So what can you do now to position your organisation for this future? The winners 
won’t just be those who buy the fanciest AI tools, they’ll be those who have a plan. 
Here are a few steps to consider: 

• Develop an evolving agent strategy: Identify which business functions 
could benefit most from intelligent agents, and keep revisiting that plan as the 



 
 

technology matures. Maybe you start with one department, but envision 
eventually having an ecosystem of collaborating agents. 

• Build your foundation: Use the time now to get your infrastructure, data 
architecture, and governance in order (all those unglamorous things we 
covered in earlier chapters). A solid, integrated foundation will be necessary 
to support more powerful AI agents later. Think of it like laying the tracks 
before the high-speed train comes. 

• Focus on human-AI collaboration: Design processes and interfaces that 
make it easy for humans and AI agents to work together fluidly. The smoother 
those handoffs and interactions are, the more effectively you can harness AI 
as a true partner. This will be a key differentiator as AI becomes ubiquitous. 
Companies where employees work smoothly with AI will outperform those that 
struggle with the human-machine divide. 

• Evolve your oversight approach: As agents become more autonomous, the 
old model of having a “human in the loop” for every action might not scale. 
Evolve towards a “human at the helm” approach: humans set the direction and 
boundaries, and they intervene only when an agent is about to do something 
outside those guardrails. In other words, people are steering the ship rather 
than rowing it. 

• Cultivate future-ready skills: Keep developing the skills that will matter in 
an AI-rich workplace. Sure, technical AI know-how is important, but so are the 
softer skills like adaptability, teamwork, creative problem-solving, and ethical 
judgment. Employees with these strengths will thrive as key partners alongside 
intelligent systems. 

To close out, the organisations that will lead in the coming years are not necessarily 
the ones that pour the most money into flashy technology, but the ones that 
recognise intelligent automation as a catalyst to redefine how humans and machines 
work together. If you embrace that mindset and take thoughtful steps now, seeing 
AI not as a threat or novelty, but as a partner in innovation, you’ll put your company 
in the best position to achieve feats that neither people nor technology could pull off 
alone. 

Of course, none of this will be automatic or easy, but in my view it’s not a question 
of if this transformation will happen, only when. The remaining question is: will you 
lead it, will you follow it, or will you be left behind? 
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